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Abstract— Recently, online communication has increased 
manifold with the advancement of technology, and there 
cannot be any question raised regarding to the convenience 
offered by it. Throughout the world, a large number of people 
interact with each other through the means of social media 
which has now become very popular. There has been a 
significant rise in the number of social media platforms, such 
as, Facebook, Twitter, Instragram, Google+ etc., which allow 
people to share their experiences, views and knowledge with 
others. Sadly enough, with online communication getting 
embedded into our daily communication, incivility and 
misbehaviour has taken on many nuances from professional 
misbehaviour to professional decay. During online 
communication, exchange of rude messages and comments has 
generally been observed, which in turn triggers conflict. To 
prevent online communication from getting downgraded, it is 
essential to check the hostile users on the communication 
platforms. This paper presents a probable Detection and 
Elimination Model which can be used to check and prevent 
online hostility. It can detect and eliminate the presence of 
censor words while posting information on Online Social 
Media (OSM). 
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I. INTRODUCTION

In the last few years, online communication has 
increased manifold with millions of people discovering the 
power of Information Technology. Throughout the world, a 
large number of people interact with each other through the 
means of social media which has now become very popular 
among them. Recently, there has been a significant rise in 
the number of social media platforms such as Facebook, 
Twitter, and Google+, Instragram etc., which allow people 
to share their experiences, views, knowledge and most 
importantly share their daily life activities with others [1].  

Undoubtedly, there are several advantages of the mode 
of online communication, but at the same time there are 
several disadvantages attached to it which prevails in the 
form of social media communication. People now have a 
predilection towards social media to such an extent that it 
has now become an important part of their life. They 
pretend as if without social media, their life has no meaning. 
The posts on social media by these people indicate that how 
pretentious and self-obsessed they have become. Social 
media sites make up a sizable portion of all Web Traffic 
since 75 per cent of all Internet users use social media [2]. 
According to Facebook, it has about 2 billion monthly 
active users and more than one billion that log on daily 
basis. In this paper, Detection and Elimination Models are 

presented. These models can be used to check and prevent 
online hostility. It can detect the presence of censor words 
while posting information on social media. 

II. NEGATIVE EFFECTS OF SOCIAL MEDIA

Social media sites are used to contact colleagues, friends 
and relatives. However, with the advances in social and 
technological platforms, people have also started interacting 
with strangers through social networking sites [1, 3, 4, 5, 6, 
7, 8, 9 and several others]. Out of these, strangers’ research 
has also shown that males have a greater tendency to flame 
than female participants [8]. Even in the male population, it 
is the young, immature minds, who would account for 
higher flaming [1].  

As mentioned above, OSM sites are in greater use, hence 
easily available to predators as well and friends. Cyber 
bullying is one of the pernicious problems of the OSM. The 
youths are especially vulnerable to the practice of cyber-
bullying in which the perpetrators, anonymously or even 
posing as people their victims trust, terrorize individuals in 
front of their peers. The devastation of these online attacks 
can leave deep mental scars. Consequently, victims have 
been driven to suicide in many cases. According to a 2010 
CBS News Report [10], Cyber-bullying has spread widely 
among youth, with 42% reporting that they have been 
victims. The use of censor words instigates cyber-bullying. 
These censor words in communication hampers the 
relationship among youths and older people. People become 
intransigent of their opinion when a discussion takes place 
on OSM. When a person posts something offensive for 
others, this often ends up in greater form of conflicts. 
Eventually such forms of communication degrade the sense 
of camaraderie among friends, business people and others. 

It is essential that some kind of integrity is maintained 
among the individuals. This kind of communication is more 
common among the youth who seem to be very aggressive 
in nature. In this society, such exchange of messages is not 
admissible.  

III. CENSOR WORD DETECTION MODEL

A Detection Model has been proposed to detect the 
occurrence of censor words on OSM. This model can be 
plugged into any of the OSM sites such as Facebook, 
Twitter, Quora, Google+. Flame Detector Model consists of 
three components as shown in Figure 1. It consists of Social 
Networking Sites/OSM, Web Services and Censor Word 
Detection. 
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Fig1 Censor Word Detection Model 

 
As shown in the figure 1, the flame detector model has 

three components. The first component is social networking 
sites or the OSM where formal as well as informal 
discussion takes place and from where the model gets its 
input. The second component is the Web Service which is 
used to fetch the data from social networking sites i.e. 
Facebook, Twitter which is then analysed by the Censor 
Word Detection Component to assign censor word 
occurrence intensity to the user. A predefined thesaurus 
(Censor_word.txt file) has been developed, which contains 
words that are considered as inappropriate for 
communication on OSM sites. In addition to this, to avoid 
the hostile users to use censor words in further 
communication, there should be some elimination model 
that expunges these words on the social media. 

IV. CENSOR WORD ELIMINATION MODEL 

The major task is now the detection of censor words on 
the online social media. Let the occurrence of the censor 
words be represented by a counter variable which is 
initially assigned to zero. Over a period of time as the user 
exchanges data either in the form of text messages to others 
or in the form of blogs or in the forms of online social posts, 
the counter value increases in the step unit of one, whenever 
certain amount of censored words are encountered on the 
online social media. The value of the counter variable at the 
same time can be retrieved by the respective online social 
media websites which can be very useful for analytics 
purposes as they can warn a user for avoiding the usage of 
censor words. An elimination model has been developed 
which can eventually be very useful in elimination of 
censor words (Fig 2). 

 
Fig2 Censor Word Elimination Model 

The Figure 2 depicts the elimination model which can be 
injected on the online social media. As shown in the model, 
whenever a user posts or sends a message on the OSM site, 
the first task is the scanning the presence of censor word, if 
any. The list of censor words is stored in a text file (Censor-

Word.txt) which can be managed by the administrator of the 
OSM site.  

If there is a word that at the same time is present in the 
list, then the corresponding word is omitted and replaced by 
asterisk (*). The asterisk (*) thus serves to expurgate the 
censor words. Subsequently with the omission, the value of 
the counter variable is also incremented. The filtered 
message is then received back to the social media which 
can be broadcasted to one or more friends.  

For e.g. if a user sends a message to one of the friends, 
“You fucking man, why are you bothering me…”. This 
message is first scanned of censor words. The substring 
“fuck” of the string “fucking” is found in the list. This 
particular substring is then omitted and replaced by asterisk 
(*). The filtered message thus sent is:- “You ****ing man, 
why are you bothering me..” . Many such more messages 
can be encountered on the online social media which can be 
used to curb the hostile users. In some special cases, if the 
administrator finds a word which is inappropriate, the 
particular word can be tagged as censor word and can be 
added dynamically to the list of censor words for future 
upgrade. 

V. LIMITATIONS OF DETECTION AND ELIMINATION MODELS 

There are many words which are either not tagged as 
censored or they are not included in any of the official 
dictionaries. Hence, these words need to be identified 
accurately and regularly updated in the thesaurus (Censor-

Word.txt), which cannot be done manually by an 
administrator since it is a cumbersome job. Therefore, some 
kind of mechanism like an administrator bot needs to be 
devised which is able to identify new censor words with the 
help of machine learning. 

VI. CONCLUSIONS 

The convenience and advantages of online 
communication is evident to one and all. The extensive 
rights granted allows a user to share information by posting 
blogs and exchanging messages with our peers. However, 
these rights have eventually led to the hostile and 
aggressive exchange of words. To maintain some civic 
sense during online communication and to keep it intact, it 
is essential to prevent it from getting adulterated with 
aggressive and abusive form of behaviour. This paper 
presents a probable model for detecting and elimination 
censor words on the online social media. 
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